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Extended abstract   

Introduction 

This study aims to develop a comprehensive, data-driven evaluation of 

groundwater level dynamics in the Shahrood and Bastam aquifer system by 

comparing the predictive performance of five machine learning 

algorithms—XGBoost, CatBoost, Decision Tree (DT), Support Vector 

Regression (SVR), and K-Nearest Neighbors (KNN). Motivated by the 

persistent groundwater decline caused by excessive extraction, agricultural 

expansion, and climatic variability, the research pursues three specific goals: 

(i) integrate climatic drivers (precipitation and temperature), human-induced 

factors (well and qanat abstraction), and agricultural return flow into a 

unified predictive framework; (ii) quantify and compare the accuracy of 

competing algorithms using MAE, RMSE, and correlation coefficient (r) 

under an 80–20 train–test split; and (iii) identify the most reliable modeling 

approach for supporting groundwater management, extraction regulation, 

climate-impact assessment, and sustainability planning in arid and semi-arid 

aquifer systems.  
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 Through this comparative evaluation, the study seeks to highlight the strengths and limitations of each 

algorithm and deliver actionable insights for water-resource managers tasked with mitigating long-term 

aquifer depletion 

Materials and Methods 

A 15-year monthly dataset (2000–2014) was assembled using observations from six precipitation stations, 

three temperature stations, groundwater abstraction records from 591 operational wells and qanats, and 

water-table measurements from 33 piezometric wells across the plain. Spatial averages of climatic 

variables were computed using the Thiessen polygon method, ensuring representation of spatial 

heterogeneity. The input matrix combines climatic, hydrological, and anthropogenic variables known to 

influence groundwater fluctuations in the semiarid Shahrood aquifer. The five machine learning models 

were calibrated under a systematic grid-search procedure to determine optimal hyperparameters. Model 

performance was evaluated using MAE, RMSE, and r to capture both magnitude-based and pattern-based 

predictive capability. This design enables fair assessment of contrasting modeling philosophies: tree-based 

boosting (XGBoost, CatBoost), instance-based learning (KNN), margin-based regression (SVR), and 

recursive partitioning (DT) under identical data and validation conditions 

Results and Discussion 

Groundwater levels showed a continuous declining trend over the study period, dropping from 1326.48 m 

in 2000 to 1315.68 m in 2014, an overall decline of 10.8 m, averaging 0.77 m per year. This pattern 

reflects the combined influence of insufficient recharge, reduced precipitation, rising temperatures, and 

intensifying extraction for agriculture, domestic use, and industry. 

The model comparison demonstrated the clear superiority of gradient boosting methods. CatBoost 

achieved the lowest prediction error (MAE = 1.4029 m; RMSE = 1.9484 m), while XGBoost produced the 

strongest linear agreement with observed water-table fluctuations (r = 0.8185). Both algorithms 

outperformed classical models by a substantial margin, reducing RMSE by approximately 25–35% 

relative to DT, SVR, and KNN. The Decision Tree model exhibited limited accuracy (RMSE = 2.779 m; r 

= 0.6701), reflecting its inability to generalize under nonlinear, multivariate interactions. SVR provided 

slightly better pattern reproduction (r = 0.6903) but higher errors (RMSE = 2.6995), suggesting difficulty 

in capturing nonlinearities and noise-driven variability. KNN performed the weakest (RMSE = 2.8617 m; 

r = 0.5799), likely due to high sensitivity to noisy, heterogeneous hydro-climatic data. Overall, boosting 

algorithms’ ensemble structure and capacity to model complex nonlinearities allowed them to reproduce 

both long-term declining trends and short-term fluctuations more accurately than traditional learners. The 

performance gap confirms that aquifer systems characterized by strong climatic–anthropogenic coupling 

benefit from high-capacity, ensemble-based predictors. 

Conclusion 

The extended comparative analysis demonstrates that machine learning, particularly gradient boosting 

algorithms, provides a reliable, scalable framework for modeling groundwater level changes in arid and 

semi-arid regions. XGBoost and CatBoost consistently outperformed classical models, achieving lower 

errors and higher correlation with observed groundwater levels. Their predictive strength arises from their 

ability to capture nonlinear interactions among climatic variables, extraction rates, and return flows 

interactions that simpler methods fail to fully represent. 

The findings emphasize that boosting models can be integrated into groundwater monitoring systems to 

inform extraction control, evaluate climate-change impacts, and support sustainable aquifer management. 

These models offer practical value for policymakers by enabling early detection of critical declines and 

providing operational decision support for regulating pumping and designing recharge interventions. 

Limitations include the absence of land-use, soil, and hydraulic-property data, and the inability to 

incorporate deep multi-temporal dependencies that recurrent networks (e.g., LSTM) could capture. Future 

research should explore hybrid and deep-learning architectures, incorporate uncertainty quantification, 

and expand datasets using remote-sensing inputs. Nevertheless, the main implication is clear: ensemble-

based machine learning is a powerful, cost-effective tool for predicting groundwater dynamics and 

guiding sustainable water-resource planning in data-limited, climatically stressed aquifers. 
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  ها: واژه کلید
 آبخوان شاهرود، 

 ،Boosting یهامدل
 منابع آب،  داری پا ت یر یمد

 ، یکیدرولوژیو ه یمیعوامل اقل
 . نوسانات تراز آب

ز  آب  سطح  مداوم  ن  ی نیرزمیکاهش  و  خشک  مناطق  و   خشک، مهیدر  شاهرود  دشت  جمله  از 

به ببسطام،  برداشت  کشاورز  ه،یرویواسطه  صنعت  یتوسعه  تغ  یو  از   یکیبه    ، یمیاقل  راتییو 

تبد  تیریمد  یجد   یهاچالش آب  ا  لیمنابع  است.  پ  نیشده  کاهش    رینظ  ییامدهایپ  وستهیافت 

زم  رهیذخ فرونشست  ک   ن، یمخزن،  تهد  تیفیافت  و  پ  یکشاورز  یدار یپا  دیآب  در  دارد.   یرا 

ز  قی دق  ینیبشیپ  رو، نیازا آب  مهمبه   ینیرزمیسطح  ابزار  و    یزیربرنامه   یبرا  یعنوان 

عملکرد    سهیو مقا   یابیپژوهش ارز  نیاست. هدف ا  یضرور  داری پا  ت یریبر مد  یمبتن  یگذاراست یس

بردار   نی(، ماشDT)  می، درخت تصمXGBoost  ،CatBoostشامل    نیماش  یریادگ ی  تمیپنج الگور

و  SVR)  بانیپشت  )K-هیهمسا  نیترکینزد  (KNNپ در  ز  ینیبشی(  آب  دشت    ینیرزمیسطح 

)بارش و   یمیاقل  یرهایشامل متغ  یورود  یهااست. داده  2014تا    2000دوره    یشاهرود و بسطام ط

درصد آموزش   80ها با نسبت و مدل ودهب یکشاورز   یها و آب برگشتها و قناتدما(، برداشت از چاه

با شاخص  20و   نتا  یابی( ارزr)  یهمبستگ   بیو ضر  MAE  ،RMSE  یهادرصد آزمون،   جیشدند. 

مدل داد  برتر  یتیتقو  یهانشان  مدل  یعملکرد  به  به  کیکلاس   یهانسبت  که    یاگونهدارند؛ 

CatBoost    باMAE    متر و  403/1برابرRMSE    و    خطا  نیمتر کمتر  948/1برابرXGBoost    باr 

  ل یبه دل KNNو  DT ،SVR یهارا به دست آورد. در مقابل، مدل یهمبستگ نیشتریب 818/0برابر 

غ  یی در شناسا  تیمحدود پا  ، یرخطیروابط  م  هاافته ی داشتند.    یترنییدقت   یهامدل  دهدی نشان 

gBoostin  کارآمدبه  توانندیم ابزار  ز  ینیبشیپ  یبرا  یعنوان  آب  پشت  ینیرزمیتراز  از   یبانیو 

آبخوان مورد    داریپا  تیریمد  یزیرو برنامه   میاقل  رییاثر تغ  یابیدر کنترل برداشت، ارز  یسازمیتصم

 . رندیاستفاده قرار گ 

 مقاله پژوهشی 
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 مقدمه

 یهااتیتوسعه فعال ت،یجمع عیرشد سر  ر،یاخ  یهادر دهه

باااره همااراه بااا  یالگوهااا رییااو تغ یو صاانعت یکشاااورز

بر منابع آب وارد کارده  یفشار قابل توجه  ،یمینوسانات اقل

 شیافااا  ینایرزمیبه منابع آب ز  یوابستگ  جه،یاست. در نت

آب   کننادگاننیتأم  نیتریاز اصل  یکیمنابع به    نیو ا  افتهی

 ,.Noori et al)اند شاده لیو صنعت تباد یکشاورز شرب،

 ران،یادر ا  ژهیواز منااق  جهاان، و باه  یاریدر بس  .(2023

خشا  موجا    یمیاقل  طیو شرا  یکاهش منابع آب سطح

شاده  ینیرزمیو افت محسوس سطح آب ز  هیرویبرداشت ب

بااره   لیفلات، به دل  یدر بخش مرکا  ژهیوبه  ران،یاست. ا

نسابت باه  یشتریب  یریپذ یبالا، اتکا و آس  ریاندک و تبخ

که موج  افت قابل توجاه   یادارد؛ مسئله  ینیرزمیمنابع ز

 Amanambu)ت ها شده اساز آبخوان یاریسطح آب در بس

et al., 2020) .یکسار دیعلاوه بر تشد ،یستابیسطح ا افت 

از   یمتعادد  یو اقتصااد  یطیمحساتیز  یامدهایمخان، پ 

خااک و   یآب، شاور  تیافیکاهش ک  ن،یجمله نشست زم

با   این  میاقل  رییرا به همراه دارد. تغ  یکشاورز  یورافت بهره

 یحد  یرخدادها  شیباره و افاا  یالگو  رییدما، تغ  شیافاا

و  هیدر چرخه تغذ  یمهم  راتییموج  تغ  ،یمانند خشکسال

 نیدر چنا. (Klove et al., 2014) شودیها مآبخوان هیتخل

شاناخت   ازمنادین  ینایرزمیمناابع آب ز  یداریپا  ،یطیشرا

ساطح آب   راتییتغ  ینیبشیپ   ییرفتار آبخوان و توانا   یدق

است. از آنجا که ساطح  یو انسان یمیدر پاسخ به عوامل اقل

 تیوضااع یابیااارز یباارا یدیااکل یشاخصاا یناایرزمیآب ز

 یآن نقشا   یادق  ینایبشیپ   شاود،یها محسوب مآبخوان

 هیااتغذ یهاااقرح یمنااابع آب، قراحاا تیریمهاام در مااد

 یساتابیاز حاد ساطح ا  شیاز افت ب  یریو جلوگ  یمصنوع 

 .(Rahman et al., 2020) دارد

های گیری از مدلها معمولاً با بهرهسازی رفتار آبخوانمدل

شاود، اماا ایان عددی مبتنی بر معادلات فیایکی انجام می

های گسترده هیادروژوولوژیکی، ها به دلیل نیاز به دادهمدل

زمان محاسباتی بالا و عدم قطعیت پارامترها، در بسیاری از 

. (Zhao et al., 2011)اناد کاربردهاا باا محادودیت مواجه

هااای ورودی در عاالاوه باار ایاان، نوسااان و ناااهمگنی داده

های سانتی های زمانی و مکانی مختلف، دقت مدلمقیاس

های اخیر توجاه دهد. به همین دلیل، در سالرا کاهش می

ویژه محااور و بااههااای دادهپژوهشااگران بااه ساامت روه

. (Hsu et al., 1995)ت یاادگیری ماشاین جلا  شاده اسا

های تااریخی، های یادگیری ماشین با استفاده از دادهروه

بدون نیاز به فرض روابط فیایکی صریح، قادر به اساتخرا  

الگوهای پنهان و روابط پیچیده میاان متغیرهاای ورودی و 

هاااای گیاااری از الگوریتمخروجااای هساااتند و باااا بهره

 Da) دهنادتری اراواه میهای دقی بینیسازی، پیشبهینه

Silva et al., 2016) .هااا، هااای مهاام ایاان روهاز مایت

های غیرخطای و نااقو و پذیری در مواجهه با دادهانعطاف

هاای جدیاد ها باا ورود دادهروزرسانی مداوم مدلامکان به

 SVR  ،KNN  ،Decision  هایی ماننداست. تاکنون الگوریتم

Tree ،XGBoost  وCatBoost  های ساازی پدیادهر مدلد

اناد و هار یا  باا ساازوکارهای کار رفتههیدرولوژیکی باه

متفاوت، توانایی مناسبی در شناسایی الگوهای غیرخطای و 

 SVRعنوان نموناه،  اناد. باهکاهش خطا از خود نشان داده

قااادر اساات روابااط پیچیااده را در ف اااهای بااا ابعاااد بااالا 

بار شناساایی الگوهاای  KNN کهسازی کند، در حالیمدل

 ت. بتنی اسمحلی م

هااای عنوان روهبااه CatBoost و XGBoost هایماادل

بینای را ها خطاای پیشتقویتی، با ترکی  تدریجی درخت

دهنااد و توانااایی بااالایی در شناسااایی روابااط کاااهش می

غیرخطی دارند. با این حاال، بایاد توجاه داشات کاه ایان 

محاور ا بارای عملکارد های دادهها ا مانند سایر روهمدل

های کافی و معتبر نیازمندناد و در منااق  مطلوب به داده

تنهایی قاباال فاقااد داده یااا دارای کمبااود شاادید داده بااه

هاای استفاده نیستند. در چنین شارایطی، اساتفاده از داده

گیری از الگوهای یابی مقادیر گمشده یا بهرهتکمیلی، درون
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منااااق  مشاااابه تنهاااا در صاااورت وجاااود شااارایط 

پذیر است. بنابراین، کارایی هیدروژوولوژیکی مشترک امکان

ها زماانی بیشاینه اسات کاه داده حاداقلی لازم این مادل

 .فراهم باشد

دهاد کاه اساتفاده از های گذشته نشان میبررسی پژوهش

سااازی سااطح آب هااای یااادگیری ماشااین در مدلروه

توجهی داشته است. زیرزمینی قی دهه اخیر گستره قابل

مطالعه، مشاخو   200مند شامل حدود  در ی  مرور نظام

بیشاترین  (ANN) های شبکه عصبی مصنوعیشد که مدل

هاای خطای و ها نسبت به روهکاربرد را داشته و دقت آن

هاای ورودی، رگرسیونی بالاتر است؛ همچنین کیفیت داده

قول دوره مشاهدات و انتخاب متغیرهای کلیدی همچاون 

 ها دارندباره، دما و تبخیر بیشترین اثر را بر عملکرد مدل

(Ahmadi et al., 2022). ای دیگار در منااق  در مطالعاه

باارای  XGBoost و SVM ،RF هایخشاا  ایااران، ماادل

کار رفتند و نتایج حااکی از بینی تراز آب زیرزمینی بهپیش

با ضری  تعیاین باالاتر و خطاای کمتار  XGBoost برتری

عنوان عوامال بود؛ باره، تبخیر و برداشت انساانی نیاا باه

. پژوهشای (Feng et al., 2024) اصلی مؤثر معرفای شادند

محااور از جملااه رگرساایون دیگاار کااه چناادین ماادل داده

را مقایسه کارد، نشاان داد  SVR و RF،ANNچندمتغیره، 

بهترین عملکارد را  MAE و RMSE با کمترین SVR مدل

شااده از ماادل هااای مکااانی مشت دارد و افاااودن ویژگی

 شاودبینای میمخلوط گاوسی موج  افااایش دقات پیش

(Hussein et al., 2020) مطالعه نیاا  1۹7. مرور فراتحلیلی

ترین همچنااان یکاای از دقیاا  ANN تأکیااد کاارد کااه

 12تاا  10های زماانی )حاداقل هاست و قاول ساریمدل

تری نسابت باه ناول الگاوریتم سال داده ماهانه( نقش مهم

 1۵۵ای بااا ماارور . مطالعااه(Ahmadi et al., 2022)دارد 

مقاله نشان داد که دما، باره و سابقه نوساانات ساطح آب 

هاای چنادمنبعی ها هستند و ترکی  دادهترین ورودیمهم

 El Ansari) شاودها میتوجه دقت مدلسب  افاایش قابل

et al., 2023)هااای جدیاادتر . عاالاوه باار ایاان، پژوهش

را معرفی  AutoML-GWL تری مانندرویکردهای پیشرفته

سااازی بیااای، تنظاایم خودکااار انااد کااه بااا بهینهکرده

الگااوریتم، دقاات بااالاتری اراوااه  1۶ابرپارامترهااا و ترکیاا  

. چااارچوب چندماادلی (Singh et al., 2024) دهاادمی

توانساته  Stacking ترکیبی بیای نیا با استفاده از رویکارد

هاای قابال بینیاست عدم قطعیت را کااهش دهاد و پیش

. در برخی مطالعات، (Zhu et al., 2025) اتکاتری اراوه کند

یااا  LSTM–SVR–ANFIS های ترکیباای مانناادماادل

 سطح  نوسانات  بینیپیش  در  نیا  عصبی–های فازیسیستم

 نسابت  بهتری  متغیر عملکرد  اقلیمی  شرایط  در  ویژهبه  آب

 Emamgholizadeh, et) ،اندداده نشان منفرد هایمدل به

al., 2014b) .باه تنها ماشین یادگیری کاربرد این، بر علاوه 

 مانناد  هااییحوزه  در  و  نشاده  محدود  آب  سطح  بینیپیش

 ماوفقی  نتاایج  نیاا  تبخیر  تخمین  و  آب  کیفیت  سازیمدل

، ANN ،SVR هایمادل کاه ایگونهبه است؛ شده گااره

RF اند روابط غیرخطای میاان های تقویتی توانستهو روه

متغیرهای اقلیمی و پارامترهای کیفی آب یاا تبخیار را باا 

 .دقت بالایی شناسایی کنند

گرفات کاه  جاهینت تاوانی، ممطالعاات گذشاتهبر اسااس  

و  Ensembleو خودکااار ) یباایترک یهااسااتفاده از ماادل

AutoML اریعملکرد بسا ینیرزمیتراز آب ز  ینیبشی( در پ 

 نیدارد. در باا  یکلاساا یهانساابت بااه ماادل یبهتاار

در  ییتواناا  لیاباه دل  SVRو    LSTMمنفرد،    یهاتمیالگور

 یدقات باالاتر ،یزماان یهایوابستگ ویرخطیدرک روابط غ 

انتخااب  ،یورود یهااداده تیفیک ن،یاند. همچننشان داده

از عوامال   یایاب  تیعدم قطع  لیو تحل  یدیکل  یهایژگیو

  یا. ترکشاوندیها محساوب ممادل  یینها  ییمؤثر بر کارا

در کنااار  یو انسااان یکیدروژوولوژیااه ،یماایاقل یهاااداده

 یاناادهیآ تواناادیم ودکااار،خ یسااازنهیبه یهاااتمیالگور

منابع آب رقم باند   داریپا  تیریو کارآمدتر را در مد  تر یدق

(Rezapour & Sabzekar, 2025). 
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پژوهش به مقایسه عملکرد چند الگوریتم یادگیری   در ی 

و  (RF) ، جنگل تصادفی(DT)ماشین شامل درخت تصمیم

بارای  GIS در محایط (SVM) ماشاین باردار پشاتیبان

بینی نوساانات ساطح آب زیرزمینای دشات بیرجناد پیش

ر باا دقات باالات RF پرداخته است. نتاایج نشاان داد مادل

ها تواناایی بهتاری نسبت به سایر مادل(  8۹/0)همبستگی  

بینی تغییرات مکانی و زمانی سطح آب زیرزمینای در پیش

های اقلیمی کند که استفاده از دادهدارد. پژوهش تأکید می

های هیادروژوولوژیکی در و توپوگرافی باه هماراه شااخو

تواند ابااار کارآمادی بارای می ML هایترکی  با الگوریتم

خشا  ایاران مدیریت منابع آب در مناق  خشا  و نیمه

 .(Eftekhari et al., 2024)  باشد

 های ترکیبی شبکه عصبی مصنوعیاز مدل  تحقی   ی در  

(ANN)فازی تطبیقای-، سیستم عصبی (ANFIS)  و مادل

بینی نوسانات سطح آب رای پیشب (WNN) عصبی-موج 

زیرزمینی در دشت جهرم استفاده شده است. نتایج حااکی 

باا درنظار   WNN-ANFISاز آن است کاه مادل ترکیبای  

هااا بهتاارین هااای غیرخطاای و نوسااانی دادهگاارفتن ویژگی

یجاه متار نت 23/0برابر باا  RMSE دهدعملکرد را اراوه می

های مبتناای باار یااادگیری عمیاا  و گیرنااد کااه ماادلمی

های کلاسی ، تواناایی های موج ، در مقایسه با مدلداده

سازی پویایی پیچیده سطح آب زیرزمینی بیشتری در مدل

ماادت قاباال ماادت و میانبیناای کوتاهدارنااد و باارای پیش

 .(Dastourani et al., 2025) تر هستنداقمینان

ابتکاااری شااامل -های فاارامطالعااه، کااارایی ماادل یاا در 

در  (GA) و الگوریتم ژنتیا  (PSO) الگوریتم ازدحام ذرات

بینی سطح های هوه مصنوعی برای پیشسازی مدلبهینه

هااای آب زیرزمیناای دشاات دلفااان بررساای شااد. داده

ساااله باارای  20هیاادرولوژیکی و اقلیماای در بااازه زمااانی 

 ها استفاده گردیاد. نتاایج نشاان داد ترکیا آموزه مدل

PSO-ANN  های منفاردنسابت باه مادل ANN یاا GA-

ANN  د دقت بالاتری دار(R²=0.92).  مطالعه نتیجه گرفت

توانناد در تنظایم بهیناه ابتکااری می-های فراکه الگوریتم

های یااادگیری ماشااین نقااش هااا و پارامترهااای ماادلوزن

بینی سطح آب زیرزمینای ایفاا مهمی در بهبود دقت پیش

 .(Nohani et al., 2025)  کنند

گرفات کاه   جاهینت  تاوانیبر اسااس مطالعاات گذشاته م

 AutoML و Ensemble و خودکار مانند یبیترک یهامدل

نسابت   یتر یعملکرد دق  ینیرزمیتراز آب ز  ینیبشیدر پ 

 یهامادل  انیا. در مدهنادیاراواه م   یکلاس  یهابه مدل

 لیاباه دل SVR و LSTM مانناد ییهااتمیالگور ایمنفرد ن

 یرخطیو روابط غ   یزمان  یهایوابستگ  ییدر شناسا  ییتوانا

کاه   دهادینشان م  هاافتهی  نیاند. اداشته  یشتریب  تیموفق

و  یدیااکل یهااایژگیانتخاااب و ،یورود یهاااداده تیاافیک

 ییدر کااارا کنناادهنییاز عواماال تع تیقطععاادم لیااتحل

 یهااداده  یریکارگهستند و باه  نیماش  یریادگی  یهامدل

( هماراه باا یو انسان  یکیدروژوولوژیه  ،یمی)اقل  یچندمنبع

قور را باه  ینایبشیدقات پ   تواندیم  یسازنهیبه  یهاروه

 ,.Emamgholizadeh et al) دهاد شیافااا یقابال تاوجه

2014a). 

از منااق    یکایموضول در دشت شاهرود کاه    نیا  تیاهم

و صانعت اسات،  یاستان سمنان در بخش کشاورز  یدیکل

باا افات   ریاخ  یهاسال  یآبخوان ق  نی. اشودیدوچندان م

مانند کاهش باره،   یمستمر سطح آب مواجه بوده و عوامل

 یعاایقب هیاو کااهش تغذ هیاارویدماا، برداشات ب شیافااا

 ییامادهایاند. پ روناد نقاش داشاته  نیاا  دیآبخوان در تشد

افات   ن،یمخاان، فرونشسات زما  رهیاهمچون کااهش ذخ

و   یکشاورز  یهاتیفعال  یداریپا  دیو تهد  یمنابع آب  تیفیک

را   ینایبشیپ    یدق  یکردهایضرورت استفاده از رو  یصنعت

مطالعاات   دیاباا توجاه باه تأک  ن،ی. بنابراسازدیبرجسته م

از  یریااگبهره شاارفته،یپ  یهاماادل یباار برتاار نیشاایپ 

رفتااار  لیااتحل یمحااور بااراو داده یباایترک یهاااتمیالگور

 داریپا  تیریمد  یبرا  یعلم  ییمبنا  تواندیآبخوان شاهرود م

.(Ebrahimi et al., 2025) فاراهم کناد. یاتیامنبع ح نیا
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 یساهیو مقا یاساس، هدف پاژوهش حاضار، بررسا  نیبر ا

سااطح آب  یناایبشیدر پ  یریادگیااعملکاارد چنااد ماادل 

 یهاامطالعاه، داده  نیادشت شاهرود است. در ا  ینیرزمیز

 اانیام  ،یمایاقل  یهااباه هماراه داده  یاومتاریپ   یهاچاه

 یهااا و قنااات، و آب برگشااتچاه  یاابرداشاات آب از قر

صااورت به 2014تااا  2000 یدوره آمااار یباارا یکشاااورز

ها آماوزه و آزماون مادل یشاده و بارا  یآورماهانه جمع

ها مدل  ینیبشیدقت پ   یابیمورد استفاده قرار گرفت. با ارز

 یمدل مناسا  بارا  ،یابیمختلف ارز  یهابر اساس شاخو

 نیاا جی. نتاادیدمشخو گر  آب زیرزمینیسطح    ینیبشیپ 

آبخاوان شااهرود،   ییایادر بهبود درک پو  تواندیپژوهش م

و   ،ینایرزمیو برداشت بر رفتار آب ز  میاقل  رییاثر تغ  لیتحل

 داریاپا  تیریماد  یماؤثر بارا  یهااستیس  نیتدو  نیهمچن

و  یگذاراسااتیس یراهنمااا تواناادیمنااابع آب منطقااه، م

 منابع آب باشد.  داریپا  تیریمد

 

 

 هامواد و روش

 منطقه مورد مطالعه

شهرستان شااهرود و   یمنطقه مورد مطالعه در بخش شمال

دشات از غارب باه   نیادر استان سمنان واقع شده است. ا

شهرستان دامغان، از شمال به استان گلستان، از شار  باه 

شهرساتان   یو از جنوب به محدوده مرکا  یخراسان شمال

 نیمنطقاه با  ی. محادوده ارتفااع شاودیشاهرود محدود م

 راتییاتغ  نیااست کاه ا  ریمتر متغ  38۹0تا    1083حدود  

 می. اقلاگاذاردیم  ریباره و دما تاأث  یبر الگوها  یتوپوگراف

 نیانگیاباوده و م  مرقوبماهیتا ن  خش مهیغال  منطقه ن

 یمختلف آن تفاوت قابل توجه  یهاستگاهیباره و دما در ا

آب شرب،   نیمنبع تأم  نیترمهم  ینیرزمیدارد. منابع آب ز

و برداشات   شاوندیمحساوب م  هو صنعت منطق  یکشاورز

، 1. در شکل  ردیگیها انجام مها و قناتچاه   یعمدتاً از قر

 تیاادشاات شاااهرود همااراه بااا موقع ییایاامحاادوده جغراف

و   یاومتریپ   یهاچاه  ،یو دماسنج  یسنجباران  یهاستگاهیا

 .اراوه شده است یبرداربهره  یهاچاه
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 .محدوده دشت شهرستان شاهرود. 1شکل 

Fig 1. Extent of the Shahroud Plain. 

مسئله تاا  فیتعر یروند انجام پژوهش را از مرحله  2شکل  

و  یماایاقل یهااا. ابتاادا دادهدهاادینشااان م جینتااا لیااتحل

شاادند، ساا    پااردازهشیو پ  یگااردآور یکیدرولوژیااه

شاادند و  میهااا بااه دو بخااش آمااوزه و آزمااون تقسااداده

. در اداماه، دندیاجرا گرد نیماش  یریادگیمختلف    یهامدل

شااد و  سااهیمقا یابیااارز یهاشاااخو اها بااعملکاارد ماادل

و   لیاتحل  جینتاا  ت،یا. در نهادیامدل انتخااب گرد  نیبهتر

 .اراوه شدند  یتیریمد  یشنهادهایپ 

 
 . روندنما انجام پژوهش. 2شکل 

Fig 2. Research workflow. 



=============================================================================                                                                                           
   خوشنویسان و همکاران        /دشت شاهرود ی: مطالعه موردینی رزمیسطح آب ز ینیبشیو پ یسازدر مدل نی ماش یریادگی یهاتمیعملکرد الگور سهیمقا

============================================================================= 

8۵ 

 های مورد استفادهداده

 های بارش و دماداده

 سااتگاهیماهانااه شااش ا یهااادر پااژوهش حاضاار، داده

واقع در منطقاه مطالعاه ماورد اساتفاده قارار   یسنجباران

شاهرود تحت نظاارت ساازمان    ینوپتیس  ستگاهیگرفت. ا

توساط   مانادهیباق  ساتگاهیکشور است و پانج ا  یهواشناس

سه   یهاداده  ایدما ن  ریمتغ  ی. براشوندیاداره م  رویوزارت ن

  ینوپتیسا  ساتگاهیگرفته شد کاه شاامل ا  ارکبه  ستگاهیا

. باشاندیم  رویوزارت ن  تیریتحت مد  ستگاهیشاهرود و دو ا

کاماال و  یدوره آمااار یانتخاااب شااده دارا یهاسااتگاهیا

 یهساتند. بارا  2014تا    2000  از سال  سالهستیب  وستهیپ 

بااره و دماا در کال منطقاه، از  ییف اا  نیانگیمحاسبه م

روه بااا  نیااسااتفاده شااد. اا (Thiessen) ساانیروه ت

بار اسااس   ساتگاهیمتناسا  باه هار ا  یهاااختصاص وزن

 نیانگیام   یاآن، امکاان بارآورد دق  ریمساحت حاوزه تااث

و پااراکنش  کناادیرا فااراهم م یماایاقل یرهااایمتغ ییف ااا

قور کاماااال لحااااا  بااااه ار هاسااااتگاهیا ییایااااجغراف

اراواه شاده  1در جدول    هاستگاهی.مشخصات کامل اکندیم

مدل شامل بااره، دماا،   یهایمطالعه، ورود  نیدر ا  است.

آب   ایاچااه و قناات و ن   یاز قر  ینیرزمیبرداشت از آب ز

در   یدیانقاش کل  رهایمتغ  نیاند. ابوده  یکشاورز  یبرگشت

 .دشت شاهرود و بسطام دارند ینیرزمینوسانات سطح آب ز

 .های بارش و دما پژوهش حاضر. مختصات ایستگاه1 جدول

Table 1. Coordinates of Precipitation and Temperature Stations Used in The Present Study. 
 کد ایستگاه 

Station code 
 قول جغرافیایی 
Longitude 

 عرض جغرافیایی 
Latitude 

 نول ایستگاه 
Station type 

 مولفه 
Parameter 

47-033 289487 4039325 
 کلیماتولوژی 

Climatology 

 باره، دما 

Precipitation, 

Temperature 

47-046 320566 4025026 
 کلیماتولوژی 

Climatology 

 باره، دما 

Precipitation, 

Temperature 

40-739 314325 4028198 
 سینوپتی  

Synoptic 

 باره، دما 

Precipitation, 

Temperature 

47-044 319240 4037910 
 کلیماتولوژی 

Climatology 
 باره 

Precipitation 

47-206 314133 4050537 
 کلیماتولوژی 

Climatology 
 باره 

Precipitation 

47-936 291848 4028198 
 کلیماتولوژی 

Climatology 

 باره 

Precipitation 
     

 برداری و پیزومتریهای بهرهچاه

در منطقااه  یناایرزمیمنااابع آب ز تیوضااع یبررساا یباارا

 یهااو چاه یبرداربهره یهامربوط به چاه یهامطالعه، داده

 یهاامورد اساتفاده قارار گرفات. اقلاعاات چاه  یاومتریپ 

هاا چاه فعال است که برداشات آن  ۵۹1شامل    یبرداربهره

 یدر چهااار گااروه شاارب، خاادمات، صاانعت و کشاااورز

ماادل را  یورود یهااااز داده یخشااشااده و ب یبنددسااته

از   ینایرزمیتاراز آب ز  یهاداده  ن،ی. همچندهدیم  لیتشک

 یآورجماع 2014تاا  2000دوره   یقا  یاومتریچاه پ   33

 یهااها با روهچاه نیدر ا ینقو زمان یدارا  یهاشد. داده

حفظ شود.   یزمان  یسر  یوستگیتا پ   دیگرد  لیمناس  تکم

 ایادر سطح دشت ن ینیرزمیبرآورد تراز متوسط آب ز  یبرا

 یهاااز چاه  یانموناه  تیاستفاده شد. موقع  سنیاز روه ت

 3و  2در جاداول   یاومتاریپ   یهاچاه  یو تمام  یبرداربهره

 اراوه شده است.
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 . برداریهای بهرهای از چاه. موقعیت نوع مصرف نمونه2  جدول
Table 2. Location and Usage Type of A Sample of Exploitation Wells. 

 عرض جغرافیایی 
Latitude 

 قول جغرافیایی 
Longitude 

 نول مصرف 
Usage type 

 نام آبادی 
Settlement 

name 

 نام محدوده
Region name 

 شماره 
Number 

4064772 333469 
 کشاورزی 

Agriculture 
 ابر 

Abr 
 بسطام 

Bastam 
1 

4065207 332550 

 کشاورزی 

Agriculture 

 ابر 

Abr 

 بسطام 

Bastam 
2 

4017458 297648 
 شرب 

Drinking 
 حداده 

Haddadeh 
 شاهرود 

Shahrood 
3 

4015517 296622 
 شرب 

Drinking 
 حداده 

Haddadeh 
 شاهرود 

Shahrood 
4 

4027163 317019 
 صنعت 

Industry 

 مغان 

Moghan 

 شاهرود 

Shahrood 
5 

4054996 326387 
 صنعت 

Industry 
 گرمن 

Garman 

 بسطام 
Bastam 

6 

4034082 331600 
 خدمات 

Services 
 خیرآباد 

Kheyrabad 
 شاهرود 

Shahrood 
7 

4048845 317384 
 کشاورزی 

Agriculture 

 ابر سج 

Abarsij 

 بسطام 

Bastam 
8 

4037703 314129 
 شرب 

Drinking 
 پهن دره 

Pahn Darreh 
 بسطام 

Bastam 
9 

4024477 324178 
 صنعت 

Industry 
 دیا  

Dizaj 

 شاهرود 

Shahrood 
10 

 .های پیزومتری. مشخصات چاه3جدول 

Table 3. Specifications of Piezometer Wells. 
 عرض جغرافیایی 

Latitude 
 قول جغرافیایی 
Longitude 

 ایستگاه 
Station 

 عرض جغرافیایی 
Latitude 

 قول جغرافیایی 
Longitude 

 ایستگاه 
Station 

4065761 333963 
 ابر جاده قطری 

Abr Jaddeh Qatri 
4020350 309650 

 شر  کلاتخان 
East of 

Kalatkhan 

4062190 331129 
 ابر گیاهی 

Abr Giyahi 
4014700 292300 

 شر  مؤمن آباد 

East of 

Mowmenabad 

4040815 309932 
 امیریه نکارمن 

Amiriyeh Nekarman 
4031050 322800 

 شرکت نفت 

Oil Company 

4031150 319550 
 پارک انقلاب 

Enghelab Park 
4051371 331374 

 شریف آباد 
Sharifabad 

4008950 298300 
 پری آباد 

Pariabad 
4013767 301150 

 عباس آباد 
Abbasabad 

4026596 314228 
 پلی  راه 

Police Station 
4016350 304500 

 علی آباد 

Aliabad 

4018913 317384 
 تل

Tal 
4032600 328350 

 فرودگاه 
Airport 

4020834 305644 
 جاده کلاتخان 

Kalateh-ye Khan  
Road 

4029800 332500 
 قلعه اصف 

Qaleh Asf 

4022850 326950 
 جعفرخان 

Jafar Khan 
4046793 328503 

 قلعه بلوچ 
Qaleh Baluch 

 قلعه نو خالصه  313650 4022500 حصار  326350 4028950
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Hesar Qaleh Now-e 

Khalseh 

4023450 309950 
 خوریان 

Khourian 
4019550 302150 

 کارگاه شن و ماسه 

Sand and Gravel 

Workshop 

4033386 332936 
 خیر آباد 

Kheirabad 
4043738 323455 

 کال چخما  
Kal-e Chakhmaq 

4060655 333822 
 دوراهی ابر اول جاده آب 
Dorah-e Abr Aval 

Jaddeh Ab 
4052965 326789 

 کلامو 
Kolamu 

4042793 318543 
 دولت آباد 

Dowlatabad 
4036643 317997 

 مخان 
Makhzan 

4024740 323210 
 دیا  

Dizaj 
4013586 297596 

 مرادآباد 

Moradabad 

4038825 320201 
 سیدابوالقاسم 

Seyed Abolghasem 
4053584 321549 

 میغان 
Mighan 

4055806 330955 
 نجفی 

Najafi 
   

      

 های یادگیری ماشینشبکه

XGBoost (Extreme Gradient Boosting) 
 یریگمیتصم یهاساختار درخت یهیبر پا XGBoost مدل

  یاااز  تمیالگااور نیااشااده اساات. ا یقراحاا شاادهتیتقو

کاه در آن   باردیبهاره م  یمراتبو سلساله  یتجمع  یمعمار

و  یباایصااورت ترتبه میتصاام یهااااز درخت یامجموعااه

 دیاجد ل. در هر مرحله، مادشوندیآموزه داده م  یشیافاا

 جاادیا  نیشایپ   یهامدل  یماندهیباق  یبا هدف اصلاح خطا

هاا حاصال از درخت  یاناهیبه   یترک  تیو در نها  شودیم

 انیم  یرخطیروابط غ    یدر تقر  ییبالا  ییکه توانا  گرددیم

، هار درخات XGBoostی  سااختار داخلا  در.دارد  رهایمتغ

 (Weak Learner) فیضاع یرندهیادگیکیعنوان به میتصم

 یدهاو باا وزن یقور تکارارکاه باه  شودیدر نظر گرفته م

. کنادیشارکت م  یانیاگراد  یروزرسانبه  ندیمناس  در فرآ

از مقدار هدف است و   ینسب  ینیبشیهر درخت، پ   یخروج

ماادل را  یینهااا یجااهینت هااا،ینیبشیپ  نیااا یجمااع وزناا

به   جیتدرمدل به  شودیسب  م  ندیفرآ  نی. ادهدیم  لیتشک

حرکت کرده و عملکارد آن   نهیتابع ها  یسازسمت حداقل

ز ا  XGBoost،یمحاسابات دگاهید از.ابدیدر هر تکرار بهبود 

 Second-orderدوم ) انیااباار گراد یمبتناا یسااازنهیبه

Gradient Optimization  )معناا کاه  نیبد رد؛یگیبهره م

در  ایاان ناهیمشااتقات دوم تاابع ها کم،یانیاعالاوه بار گراد

 شودیموج  م  یژگیو  نی. اشوندیلحا  م  یریادگیندیفرآ

داشاته و از  یکمتر تیاسداده حس راتییمدل نسبت به تغ

برخوردار گاردد. افااون بار   یترعیسر  ییو همگرا  یداریپا

( Regularization) یداخلاا یسااازاز منظم تمیالگااور ن،یااا

 بارازهشیاز ب  یریمادل و جلاوگ  یدگیاچیکنترل پ   یبرا

باعاا   هایسااازمنظم نیااا یریکارگ. بااهکناادیاسااتفاده م

باشاد و  ورداربرخا یباالاتر یریپاذمیشبکه از تعم  شودیم

 از.کناد ینیبشیپ   یشتریرا با دقت ب  دیجد  یهابتواند داده

 یهاااز درخت یامادل شاامل مجموعاه  ،یمنظر سااختار

صاورت به   یامختلف اسات کاه هار    یهابا عم   میتصم

آمااوزه مااورد اسااتفاده قاارار  ناادیدر فرآ یباایترت اییاامواز

 XGBoostبه   یشیو افاا  ریپذساختار انعطاف  نی. ارندیگیم

 انیاام یرخطاایو غ  دهیااچیتااا روابااط پ  دهاادیامکااان م

کناااد؛ در  یساااازرا مدل یخروجاااو  یورود یرهاااایمتغ

 یهاااساتفاده از روه  لیسرعت آموزه آن به دل  کهیحال

 Histogram-based) یساتوگرامیه یبنادبر بخش یمبتن

Binningبالاست. اریبس یمواز ی( و محاسبه 
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CatBoost 
 یهااسااختار درخت یهیبر پا CatBoost Regressor مدل

 تمیالگاور  نیشده است. ا  یقراح  شدهتیتقو  یریگمیتصم

  یااز    ،یتیتقاو  انیابر گراد  یمبتن  یهامدل  ریهمانند سا

کااه در آن  بااردیبهااره م یشاایو افاا یتجمعاا یمعمااار

و  یباایرتصااورت تبه میتصاام یهااااز درخت یامجموعااه

. در هر گاام، درخات شوندیمرحله آموزه داده مبهمرحله

 یهاادرخت  یمانادهیباق  یبا هادف اصالاح خطاا  یدیجد

از   یاناهیبه   یاترک  ت،یاو در نها  شاودیساخته م  نیشیپ 

 یساازدر مدل  ییبالا  ییکه توانا  گرددیها حاصل مدرخت

و  یورود یرهااایمتغ انیاام دهیااچیو پ  یرخطاایروابااط غ 

، هاار درخاات CatBoost یساااختار دروناا در.رددا یخروجاا

 یفاایا (Weak Learner) فیضاع یرنادهیادگیکیعنوان به

 یروزرساانبه  نادیدر فرآ  یصورت متاوالکه به  کندینقش م

 یناایبشیهاار درخاات، پ  یشاارکت دارد. خروجاا یانیااگراد

 نیاا  یهادف اسات و مجماول وزنا  ریااز مقدار متغ  ینسب

 نیا. ادهادیم  لیشاکمدل را ت  یینها  یخروج  هاینیبشیپ 

 یساازنهیمدل در هار تکارار، باا کم  شودیسب  م  ندیفرا

حرکت کند و   نهیبه  ییتابع خطا، به سمت همگرا  یجیتدر

  CatBoostبرجسااته یژگاایو.ابدیشاایافاا یناایبشیدقات پ 

 Orderedمشاابه، اساتفاده از ساازوکار یهاسبت به مدلن

Boosting یهااامناساا  داده یده یاااساات کااه بااا ترت 

 Prediction) ینگارشیپ  اسیابا یدهیاز بروز پد ،یآموزش

Shift) شیروه موجاا  افاااا نیاا. اکناادیم یریجلااوگ 

. شاودیمیواقع یهاامادل در داده یریپاذمیو تعم  یداریپا

 L2 یساازتابع منظم یریکارگبا به CatBoost ن،یبراعلاوه

(L2 Regularization)مدل و  یدگیچیبر پ  ی، کنترل موثر

 ،ینظار محاسابات از.کندیاعمال م  برازهشیاز ب  یریجلوگ

 یساااتوگرامیه یبنااادبخش میمااادل از مفااااه نیاااا

(Histogram-based Binningبرا )میتقس ندیفرآ عیتسر ی 

 نی. همچنااکناادیاسااتفاده م ییکااارا شیو افاااا هااایژگیو

 یریادگیا(، نار   Depthعما  درخات )  رینظ  ییپارامترها

(Learning Rateدماااا ،)یریگنموناااه ی (Bagging 

Temperatureیژگایو ی( و تعداد مرزها (Border Count )

دقت و سرعت آموزه   انیدر کنترل تعادل م  یدینقش کل

 د.دارن

KNN (K-Nearest Neighbors) 
ی  روه یادگیری مبتنی بار نموناه اسات KNNالگوریتم  

شاباهت که برای مساول رگرسیون کاربرد دارد و بر اساس  

کند. در این رویکرد، ابتادا پاارامتر عمل می  بین نقاط داده

kی تعداد همساایگان ماورد بررسای بارای دهندهکه نشان

شود. س   الگوریتم فاصله بین بینی است، تعیین میپیش

ی آموزشای های مجموعاهی جدید و هر ی  از نمونهنمونه

 Euclidean) فاصله اقلیدسیکند، که معمولاً را محاسبه می

Distance )پاا  از .رودکار ماایعنوان معیااار فاصااله بااههباا

بینی شاده بارای ی نادی ، مقدار پیشهمسایهkشناسایی  

گیری از مقااادیر هاادف ایاان میااانگینی جدیااد بااا نمونااه

آید. باا توجاه باه حساسایت ایان به دست می  همسایگان

ها ها، استانداردسازی دادهالگوریتم نسبت به مقیاس ویژگی

قور هاا باهی ویژگیپیش از آموزه ضروری است تا هماه

ی فاصااله مااؤثر باشااند و از ایجاااد بهمساااوی در محاساا

ها جلاوگیری سوگیری ناشی از تفاوت دامنه مقادیر ویژگی

بار  KNN و اتکاای ماهیات غیرپارامتریا با توجه به .شود

ویژه در ، این الگوریتم باههای محلیبرآورد مبتنی بر نمونه

های پیچیده یا ناشناخته عملکارد هایی با توزیعتحلیل داده

مؤثری دارد و قادر است الگوهای غیرخطی و روابط محلای 

 .خوبی شناسایی کندها و متغیر هدف را بهمیان ویژگی

Decision Tree 

روه   یاا (Decision Tree) میدرخاات تصاام تمیالگااور

قور گسااترده در مساااول اساات کااه بااه نیماشاا یریادگیاا

 یبازگشات  یبندمیو بر اساس تقسا  رودیکار مبه  ونیرگرس

روه،  نیاا. در اکناادیعماال م یورود یهااایژگیو یف ااا

 یهارمجموعااهیمرحلااه بااه زبهصااورت مرحلههااا بهداده
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 یدرختااا یسااااختارتاااا  شاااوندیم میتر تقساااکوچااا 

  یااهار گاره از درخات،  در .ردیاشاکل گ یمراتبسلساله

انتخاااب  یریگمیتصاام اریااعنوان معمشااخو بااه یژگاایو

مارتبط باا آن   یاها بر اساس مقدار آساتانهو داده  شودیم

 یژگای. انتخاب وشوندیم میمجاا تقس  یهابه شاخه  یژگیو

ی از ارهایو مقدار آستانه متناظر معمولاً بر اساس مع  نهیبه

باه   دنیتا رس  یبازگشت  ندیفرآ  نی. اشودیانجام م  نول خطا

عنوان باه اباد؛ییاداماه م شادهنییتع شیتوقف از پ   طیشرا

 ایاگاره     یاها در  به حاداقل تعاداد نموناه  دنیمثال، رس

 یبارا.ان یاکااهش وار  بخشتیباه ساطح رضاا  یابیدست

بااا  دیااجد ینمونااه  ییاابرا یمقاادار خروجاا ،یناایبشیپ 

موجاود   یآموزشا  یهاهدف نمونه  ریاز مقاد  یریگنیانگیم

 یهااایژگی. از وشااودیدر گااره باارن متناااظر باارآورد م

 تیبه عادم حساسا  توانیم  میتصم  یهادرخت  یبرجسته

باه   یازین  شودیاشاره کرد، که باع  م  هایژگیو  اسیبه مق

با توجه   ن،یبرانباشد. علاوه  یورود  یهاداده  یازاستانداردس

 یرخطیروابط غ   ییدر شناسا  ییبالا و توانا  ریتفس  تیبه قابل

قور گساترده در باه  میتصام  یهاادرخت  هاا،یژگیو  انیم

 .رندیگیمختلف مورد استفاده قرار م ونیمساول رگرس

SVR (Support Vector Regression) 

  یاا  SVR (Support Vector Regression)تمیالگااور

 نیماشا یهیادر نظر شهیاست که ر  نیماش  یریادگیکیتکن

روابااط  یسااازمدل یدارد و باارا( SVM) بانیبااردار پشاات

 ونیدر مسااول رگرسا  رهاایمتغ  انیام  یرخطیو غ   دهیچیپ 

که   یسنت  ونیرگرس  یهاشده است. برخلاف روه  یقراح

 پردازناد،یمربعات خطاا م  ایمطل     یخطا  یسازنهیبه کم

SVR ناااهیابرصااافحه به  یاااافتنیدف خاااود را بااار هااا 

(Hyperplane) هاادف را در  ریکااه مقاااد دهاادیقاارار م

( ε) لونیمشااخو از خطااا، موسااوم بااه اپساا یامحاادوده

قادر است باا حفاظ   تمیالگور   ،یترت  نیکند. بد  ینیبشیپ 

قاباال قبااول،  یخطااا یهیدقاات ماادل در چااارچوب حاشاا

 ییشناساا یبرا .پرت را کاهش دهد یهابه داده تیحساس

را باا اساتفاده از  یورود یهاداده SVR ،یرخطیغ  یالگوها

 یهاایژگیو یبه ف ا (Kernel Functions) یاتوابع هسته

شاامل  تواننادیتواباع م  نیا. ادهادیبا بعد بالاتر نگاشت م

هساته  ایا (Polynomial) یاچندجملاه ،یخط یهاهسته

 شاده،تنگاش یباشاند. در ف اا (RBF) یشاعاع  هیاتابع پا

کاه بخاش   کنادیم  فیتعر  یمواز  یدو ابرصفحه  تمیالگور

. تنهااا ردیااگیرا در باار م یآموزشاا یهااااز داده یاعمااده

قرار دارند،  ε حساس به یهیناح نیکه خار  از ا ییهانمونه

 ری، تاأث(Support Vectors) بانیپشات یموسوم به بردارها

 ناادیفرآ .دارنااد ییماادل نهااا یریگباار شااکل میمسااتق

اسات  ناهیتابع ها یسازنهیشامل کم  SVRدر    یسازنهیبه

را باا اساتفاده از پاارامتر   εهیکه انحرافاات خاار  از حاشا

 انیام  یپاارامتر تعاادل  نیا. اکندیم  مهیجر  C  یسازمنظم

 می. تنظاکندیم  جادیتحمل خطا ا  اانیمدل و م  یدگیچیپ 

 تیاباا قابل  یباه مادل  یابیدسات  یبارا  εو    C  ریمقاد   یدق

 اریبارازه بساو کم بارازهشیاز ب یریبالا و جلاوگ  میتعم

 . است  یاتیح

 (Grid Search)پارامترها  یاشبکه یجستجو

بیناای و های پیشسااازی عملکاارد ماادلمنظور بهینهبااه

شناسایی ترکیا  پارامترهاای بهیناه، در ایان پاژوهش از 

اساتفاده شاد. در ایان  Grid Search ایجستجوی شابکه

ای از مقاادیر مختلاف پارامترهاای شدهروه، ف ای تعیین

هاای ممکان اصلی هر مدل تعریف گردید و تمامی ترکی 

بارای هار .صورت سیستماتی  مورد ارزیابی قرار گرفتندبه

هاای آموزشای آماوزه ترکی  پارامتر، مدل بار روی داده

هاای آزماون داده شد و عملکرد آن بر روی مجموعاه داده

سنجیده شد. این فرآیند امکان شناسایی پارامترهاایی کاه 

بینی و کمترین خطای مدل را فاراهم بیشترین دقت پیش

ویژه ، بااهGrid Search کننااد، فااراهم آورد. اسااتفاده ازمی

ای که شامل چندین پارامتر حساس های پیچیدهبرای مدل
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بااه عملکاارد هسااتند، موجاا  شااد تااا از انتخاااب مقااادیر 

ها با توان تعمیم بالاتر بر غیرمناس  جلوگیری شده و مدل

به این ترتی ، هر مادل .های جدید آموزه داده شوندداده

با ترکی  بهینه پارامترهای خود ساخته شد و برای تحلیل 

هاای ورودی و خروجای آمااده تر روابط میان ویژگیدقی 

ی گردید. ایان روه، اقمیناان حاصال کارد کاه مقایساه

ها بر اساس بهترین حالت هر مدل انجام شود عملکرد مدل

 د.ها قابل اتکا باشنو ارزیابی

 های ارزیابیشاخص

و   MAE  ،RMSEها از سه شااص   عملکرد مدل  یابیارز  یبرا

 یصطا نیانگیم MAEاستفاده شد. شاص     r  یهمبستگ  بیضر

و   دهادیرا نشاا  م  شادهینیبشیو پ  یواقعا  ریمقااد  نیمطلق ب

RMSE  انحارا    زا یامربعات صطا اسا  هاه م  نیانگیم  شهیر

 r  یگهمبست  بی. ضرهندیم  ا یرا ب  یواقع  ریاز مقاد  هاینیبشیپ

را   شادهینیبشیو پ  یواقعا  ریمقااد  ا یام  یرابطه صط  زا یم  زین

 .سازدیمشخ  م

 نتایج و بحث

، 3ی در شاکل مشااهدات  یهااداده  یحاصل از بررسا  جینتا

در دشات شااهرود   ینایرزمیکه سطح آب ز  دهدینشان م

و   یناول  یروند  یلادیم  2014تا    2000  یزمان  یدوره  یق

در   ینایرزمیمداوم را تجربه کرده است. مقدار ساطح آب ز

باوده و تاا   ایمتر از سطح در  48/132۶دوره برابر با    یابتدا

 رییاتغ  نیاست. ا  افتهیمتر کاهش    ۶8/131۵دوره به    انیپا

چهااارده سااال و  یمتاار قاا 8/10در حاادود  یمعااادل افتاا

هاا داده  نی. اباشدیمتر م  77/0افت سالانه حدود    نیانگیم

پاژوهش حاضار باوده و   یکال مطالعاات  یمربوط باه باازه

 شاوند؛یشاامل م  ایاها را نآموزه و آزمون مدل  یهاداده

 راتییاتغ لیاو تحل یروناد کلا شیبا هادف نماا  نیهمچن

 یاند. روند ناولدر قول زمان اراوه شده  ینیرزمیسطح آب ز

آن است که نار  برداشات از  انگریشده در نمودار بمشاهده

آن   یعایقب  هیتغذ  اانیاز م  یاقور قابل ملاحظهآبخوان به

آب  رهیامنجر به کاهش مساتمر ذخ جهیفراتر رفته و در نت

 نیباا ژهیوبااه ها،سااال یشااده اساات. در برخاا یناایرزمیز

سطح   یدر منحن  ی، نوسانات جاو2012تا    200۹  یهاسال

 یماوقت  راتییااز تغ  یکه احتمالاً ناش  شودیآب مشاهده م

 نیابرداشت بوده اسات، اماا ا  تیمحدود  ایباره    اانیدر م

کاهش را متوقف   یاند روند کلمدت نتوانستهکوتاه  راتییتغ

 ریحاصال تاأث  توانیرا م  یستابیکنند. افت مستمر سطح ا

برداشت   سو یدانست؛ از    یمیو اقل  یزمان عوامل انسانهم

 یکشااورز  یاراضا  یبرناماهیب  یها و توسعهاز چاه  هیرویب

 گار،ید  یمناابع آب شاده و از ساو  دیموج  کااهش شاد

از   یناشا  ریاتبخ  دیدما و تشاد  شیکاهش باره مؤثر، افاا

 است.  دکردهیرا تشد ینیرزمیروند افت آب ز  م،یاقل رییتغ
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Fig 3. Groundwater Level in The Shahroud Plain. 
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شاامل   ایا( ن2014تاا    2000ماورد اساتفاده )  یدوره زمان

محسوس است که بار شادت   یمیاقل  راتییغبا ت  ییهاسال

باه منظاور  آبخاوان اثرگاذار باوده اسات.  هیبرداشت و تغذ

های مختلااف بیناای سااطح آب زیرزمیناای از ماادلپیش

 2و شااکل  1 جاادول یااادگیری ماشااین اسااتفاده گردیااد.

قادر   نیانگیاها شاامل ممادل  یابیاارز  یهاشاخو  ریمقاد

مربعااات خطااا  نیانگیاام شااهی، ر(MAE)مطلاا  خطااا 

(RMSE)  یهمبستگ   یو ضر  (r)  نیا. ادهادیرا نشاان م 

، CatBoostمختلااف از جملااه  یهاماادل یها بااراشاااخو

XGBoostمی، درخت تصم  (DT)  ،K-هیهمسا  نیتر یناد 

(KNN) بان یباااردار پشااات نیو ماشااا(SVR)  محاسااابه

باا  XGBoost جادول فاو ، مادل جینتاااند.بر اساس شده

  یضار  نی، باالاتر818/0ضری  همبستگی برابار باا  مقدار

را دارد،  یو مشااهدات شدهینیبشیپ   ریمقاد  نیب  یهمبستگ

 رییتغ  یالگوها  دیمدل در بازتول  نیا  ییدهنده تواناکه نشان

 MAEشااخو ارزیاابی  اسات. مقدار  ینایرزمیسطح آب ز

نشاان  انیا ۹۶۹2/1برابار باا   RMSEو 48۹7/1برابار باا 

و  یواقعا ریمقااد  نیاختلاف مطلا  با  نیانگیکه م  دهدیم

مادل   یکلا  یمتر است و خطا  ۵/1کمتر از    شدهینیبشیپ 

 یعملکرد این CatBoost مدل.متر بوده است 2کمتر از  این

برابار باا   MAEداشاته اسات؛ XGBoost به  یناد اریبس

مطلا    ی، مقدار خطاا۹484/1برابر با    RMSEو    402۹/1

 لیااسات، اماا باه دل XGBoost کمتار از یانادک یآن حت

 ی، دقات همبساتگ(r = 0.7815) کمتار یهمبستگ  یضر

 که  دهدیموضول نشان م  نیداشته است. ا  یترنییپا  یزمان

CatBoost  دارد، اما  یمطل  عملکرد خوب یدر سطح خطا

 یسااطح آب کماا راتییاتغ یزمااان یروناادها ییدر شناساا

 نی، ماشا(DT)  میدرخات تصام  یهامادل.اسات  ترفیضع

نسابت باه دو مادل فاو   KNN و (SVR) بانیبردار پشات

 ریمقااد ،DT مدل یاند. برانشان داده یترفیعملکرد ضع

MAE   و 8787/1برابر با RMSE  باوده  77۹0/2برابار باا

  یخطااا و کاااهش دقاات اساات. ضاار شیافاااا انگریااکااه ب

کاه  دهدینشان م این (r = 0.6701) آن ترنییپا یهمبستگ

 نیبا  یرخطایغ   یهایمدل قادر به درک کامل وابستگ  نیا

)مانند بااره، دماا و برداشات از چااه و   یورود  یرهایمتغ

برابر باا  MAE با SVR مدل .قنات( و سطح آب نبوده است

 DT مشاابه یعملکرد ۶۹۹۵/2برابر با  RMSE و ۹۵84/1

بهتار باوده   یاندک  ۶۹03/0ضری  همبستگی  با  یداشته ول

 عملکارد را باا نیترفیضاع KNN مادل ت،یااست. در نها

MAE   2۵/2براباار بااا ،RMSE  و 8۶17/2باااr   براباار بااا

 نیاا  دهادیز خود نشان داده است کاه نشاان ما  ۵7۹۹/0

 یرخطایغ  یهااو داده دهیچیروابط پ  ییدر شناسا  تمیالگور

 لیاباه منظاور تحل.ساتیمنطقه ماورد مطالعاه مناسا  ن

 نیباا ینسااب یسااهیها، مقاتفاااوت عملکاارد مادل تر یادق

 نشاان داد کاه مادل جیانجام شد. نتا یابیارز یهاشاخو

XGBoost میباا درخات تصام ساهیدر مقا (DT)  توانسات

 77۹/2درصد کااهش دهاد )از  2۹را حدود  RMSE مقدار

 یبهبود قابل توجه در دقات کلا  انگریمتر(، که ب  ۹۶۹/1به  

مدل نسبت  نیدر ا MAE مقدار نیاست. همچن ینیبشیپ 

در برابر  48۹7/1درصد کمتر بوده است ) 21حدود  DT به

در  (r) یهمبساتگ  یضار گار،ید یمتر(. از ساو 8787/1

درصاد  24حادود  KNN نسبت باه مادل XGBoost مدل

(، کااه 818۵/0بااه  ۵7۹۹/0داشااته اساات )از  شیافاااا

 یالگاو  ییمادل در بازنماا  نیاا  یباالا  ییدهنده توانانشان

 CatBoost مادل.است ینیرزمیسطح آب ز راتییتغ یواقع

 یبهبود قابال تاوجه  تر یکلاس  یهابا مدل  سهیدر مقا  این

 30آن حادود  RMSE مقادار کهیقورنشان داده است، به

 نیاست. ا SVR درصد کمتر از 2۶و  KNN درصد کمتر از

  یضاار یکاااهش خطااا همااراه بااا مقاادار نساابتاً بااالا

 نیاا یو دقت بالا یداریپا انگریب  (r = 0.7815)یهمبستگ

 یکیدرولوژیااه یدهیااچیپ  یهاااداده یناایبشیدر پ  دلماا

 دهدیها نشان مشاخو  یعدد  یسهیمجمول، مقا  در.است

نسابت (Boosting)  انیگراد تیبر تقو یمبتن یهاکه مدل

 3۵تاا    2۵مورد اساتفاده، در حادود    یهاتمیالگور  ریبه سا
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 نیااند. اخطاا داشاته  یهادرصد بهبود عملکرد در شاخو

ها در مادل  نیاقابال توجاه ا  ییاز توانا  یبهبود حاک  اانیم

 یرهاایمتغ  انیام  یرخطایغ   یرهیچندمتغ  روابطیسازمدل

در  ینیرزمینوسانات سطح آب ز  دیو بازتول  یو انسان  یمیاقل

 دشت شاهرود و بسطام است.

 شادهینیبشیشاده و پ مشاهده  ریمقااد  نیرابطه ب  3  شکل

 یهاماادل یباارا یباار روی داده تسااتنیرزمیسااطح آب ز

بااردار  نی، ماشااXGBoost ،CatBoost مختلااف از جملااه

شاان ن  (KNN)و (DT) می، درخات تصام(SVR) بانیپشت

مقاادار   یااانگرینمااودار، هاار نقطااه ب نیاا. در ادهاادیم

متناظر آن است و خط   یدر برابر مقدار واقع  شدهینیبشیپ 

کاه  باشادیم (y = x) یخاط برابار یدهندهقرماا نشاان

 مطاب .کندیکامل را مشخو م  ینیبشیپ   آلدهیا  تیموقع

 CatBoostو    XGBoost  یهاشکل، نقاط مرباوط باه مادل

 یدهندهدارند، که نشان  یرا به خط برابر  یکیناد  نیشتریب

 رییاتغ  یواقع  یالگوها  دیها در بازتولمدل  نیا  یبالا  ییتوانا

نقااط   یباالا  یایگرااست. تراکم و هم  ینیرزمیسطح آب ز

از آن اسات کاه  یحااک یدو مدل در اقراف خط برابر  نیا

 یرهاایمتغ  انیام  دهیچیپ   یرخطیاند روابط غ ها توانستهآن

)شامل باره، دما، برداشات از چااه و قناات، و آب   یورود

 یخوبرا بااه یناایرزمی( و سااطح آب زیکشاااورز یبرگشاات

های یااادگیری عملکاارد ماادل 4جاادول  کننااد. ییشناسااا

 دهد.ماشین را نشان می

 های یادگیری ماشین. . عملکرد مدل4جدول 

Table 4. Performance of Machine Learning Models. 

 مدل

Model 
MAE (m) RMSE (m) r 

CatBoost 1.4029 1.9484 0.7815 
XGBoost 1.4897 1.9692 0.8185 

Decision Tree 1.8787 2.7790 0.6701 
KNN 2.25 2.8617 0.5798 
SVR 1.9584 2.6995 0.6903 

 
 .های یادگیری ماشین مورد استفاده در پژوهش حاضرهای ارزیابی مدل. نمودار شاخص4 شکل

Fig 4. Chart of Evaluation Metrics For The Machine Learning Models Used in The Present Study. 
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 .های مختلف یادگیری ماشینبینی شده و مشاهده شده سطح آب زیرزمینی توسط مدل. نمودار پراکنش بین مقادیر پیش5 شکل

Fig 5. Scatter Plot of Predicted Versus Observed Groundwater Levels By Different Machine Learning 

Models. 

منطقه مورد مطالعه )دشت شاهرود و بسطام(، برداشت    در

تا    2000  یهاسال  یق  ین یرزمیاز حد از منابع آب ز  شیب

  ن یسطح آب شده است. بنابرا  یجیموج  افت تدر  2014

تأث  ییها مدل بتوانند  قب  ریکه  عوامل  )مانند    یعیتوأمان 

ها( را در نظر )مانند برداشت از چاه  یباره و دما( و انسان

بالاتر  رند، یبگ پ   یدقت  داشت  ینیبشیدر    مقدار .خواهند 

مدل r = 0.818 یبالا توانانشان XGBoost در    یی دهنده 

بازنما در  قول    راتیی تغ  یکل  یالگو  ییآن  در  آب  سطح 

متر در هر    2کمتر از   RMSE ریزمان است. در مقابل، مقاد

مدل م XGBoost و  CatBoost  دو  ا  دهدینشان   نیکه 

حتمدل مق  یها  ن  اسیدر  قبول  یخطا  ایمطل     ی قابل 

بر  DTو  KNN   مانند   تر یکلاس  ی هامدل.دارند که   ،

قوان یمحل  نیاساس  داده  یبندمیتقس  ا ی  عمل  ساده  ها 

ا  کنند، یم داده  ن یدر  مطلوب   دهیچیپ  ی هانول    ی عملکرد 

مدل دل  ژه یوبه KNN ندارند.  به    اد یز  ی وابستگ  لیبه 

نو  تیساختار داده و حساس   ی نتوانسته است روندها  ا، یبه 

بازتاب د را  گرفت    جهینت  توانیمجمول، م  در.هدبلندمدت 

همبستگ  XGBoostکه   و  دقت  مناس   یبا    ن یتربالاتر، 

ا  ینیرزمیسطح آب ز  راتییتغ  ینیبشیپ   یمدل برا   ن یدر 

 یکارآمد برا  یعنوان اباار به  تواند یمدل م  نیدشت است. ا

در مناق  خش  و    ینیرزمیمنابع آب ز  تیریو مد  ش یپا

گ  خش مه ین قرار  استفاده  بهردیمورد  با   یریکارگ. 

ترک  ریاخ  یهااز سال  شتریب  ی هاداده با  مدل  ن یا   یو  ها 

یعصب  یهاشبکه  دقت    توانیم   ،یدیبریه  ی هامدل  ا ی 

 بهبود داد.  شتریرا ب ینیبشیپ 

 ینایرزمیساطح آب ز  ینایبشیپژوهش حاضار در پ   جینتا

( و 2022و همکاران )  Ahmadiی  هاافتهیدشت شاهرود با  

Feng ( هم2024و همکاااران )دارد،  یقاباال تااوجه یخااوان

ها مشاهده خطا و دقت مدل  اسیدر مق  ییهاهرچند تفاوت

 CatBoostو    XGBoostی  هامطالعه، مدل  نی. در اشودیم

 ریو مقاد 781۵/0و   818۵/0  یهمبستگ   یربا ض   یترتبه

 ۹۶۹2/1  یا( باه ترتRMSEمربعات خطا )  نیانگیم  شهیر

 یعملکرد را داشتند کاه برتار  نیمتر بهتر  ۹484/1متر و  

 انیام  یرخطایرواباط غ   ییدر شناسا  Boosting  یهاروه

مطالعااه . کناادیم دییاارا تأ  یو انسااان یماایاقل یپارامترهااا

Ahmadi ( نشااان داد دقاات ماادل2022و همکاااران )ی ها
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 یها، قول بازه زماانداده  تیفیبه ک  شتریب  نیماش  یادگیری

دارد   یمانند باره و دما بستگ  یدیکل  یرهایو انتخاب متغ

پاژوهش حاضار   یساله1۵  یهاکه با داده  تم،یتا نول الگور

 ا( باا2024و همکاااران ) Fengساات. در مقاباال، ا راسااتاهم

باه دقات  RNNو  CNNمانناد   یاعم یریادگی یهامدل

براباار  RMSE یو خطااا ۹۹۵/0 نیاایتع  ی)ضاار یبااالاتر

 یزماان  یریپاذ یاما تفاوت در تفک  افتند،ی( دست  0۵۶/0

اختلاف است.   نیا  یها علت اصلداده  یساز)روزانه( و نرمال

از  یناشا شاتریها بدر دقت مادل  یاختلاف ظاهر  ن،یبنابرا

 یهاست تاا برتارپردازه داده  یوهیو ش  اسیقتفاوت در م

پااژوهش هماننااد  نیااا جینتااا ،یقور کلاا. بااهیتمیالگااور

Ahmadi  یکاف  یزمان  یو بازه  تیفیباک  یهاداده  تیبر اهم 

 شرفتهیپ   یهامدل  دهدینشان م  Fengدارد و مشابه    دیتأک

دقاات  توانناادیم  یااعم یهاشاابکه ایاا Boostingماننااد 

را بهبود دهند. در مجماول،   ینیرزمیسطح آب ز  ینیبشیپ 

در   داریاپا  یباا عملکارد  CatBoostو    XGBoost  یهامدل

 یباارا نااهیهاکارآمااد و کم یانااهیماهانااه، گا یهاااداده

 یدر حاال  ناد،یآیشمار مبه  ینیرزمیمنابع آب ز  یسازمدل

 یهابه دقت شابکه  توانندیم  ندهیآ  یدیبریه  یهاکه مدل

 شوند.  یناد  یعم

های یاا شابکه SVR هایی مانناددر برخی مطالعات، مادل

اناد؛ باا ایان حاال در عصبی بهترین عملکرد را نشاان داده

 و CatBoost شاامل Boosting  هایدشت شاهرود، مادل

XGBoost   تری اراوه دادناد. علات اصالی ایان نتایج دقی

هاای تفاوت به ماهیات غیرخطای، ناایساتا و پیچیاده داده

گردد. ترکیاا  عواماال اقلیماای و انسااانی، منطقااه بااازمی

نوسااانات شاادید برداشاات، و ناااهمگنی هیاادروژوولوژیکی 

تر شاهرود سب  شده است که روابط میان متغیرها پیچیده

یاا  SVR، KNN های کلاسای  مانناداز آن باشد که مدل

از   .قور کامل بازنمایی کننددرخت تصمیم بتوانند آن را به

گیااری از بااا بهره Boosting هااایسااوی دیگاار، الگوریتم

هااای متعاادد و توانااایی بااالا در ساااختار تجمیعاای درخت

استخرا  الگوهای غیرخطی، سازگاری بیشاتری باا چناین 

باارای عملکاارد  SVR هایی مانناادهاایی دارنااد. مادلداده

مطلوب نیازمند تنظیم دقی  پارامترها هستند و در ح اور 

کند. بناابراین، ها افت مینویا و ناهمگنی شدید عملکرد آن

در این مطالعه ناشی از توان بالای آن در  Boosting برتری

های پیچیااده و متغیرهااای اثرگااذار سااازی وابسااتگیمدل

 .متعدد در دشت شاهرود است

 گیرینتیجه

با توجه به نقاش حیااتی مناابع آب زیرزمینای در تاأمین 

نیازهای شرب، کشاورزی و صنعتی، و همچنین پیامادهای 

ها و توسعه پایادار، گسترده کاهش این منابع بر اکوسیستم

سااازی تغییاارات سااطح آب زیرزمیناای از بررساای و مدل

ای برخوردار است. در پژوهش حاضر باا هادف اهمیت ویژه

تحلیل تغییرات سطح آب زیرزمینی و ارزیابی عملکرد پنج 

، CatBoost ،XGBoost الگوریتم یاادگیری ماشاین شاامل

-K و (SVR) ، ماشین بردار پشتیبان(DT)  درخت تصمیم

در دشت شاهرود و بسطام، از  (KNN) ترین همسایهنادی 

های اقلیمی و انسانی نظیر باره، دما، میاان برداشات داده

ها، و آب برگشتی کشاورزی در بازه زماانی ها و قناتاز چاه

درصاد  80ها باا نسابت  استفاده شد. داده  2014تا    2000

درصد برای آزمون مورد اساتفاده قارار   20برای آموزه و  

 .گرفتند

و  MAE، RMSE هاینتاایج ارزیاابی بار اسااس شااخو

های مبتنای بار نشان داد کاه مادل (r) ضری  همبستگی

 و  CatBoost، شاااامل(Boosting) تقویااات گرادیاااان

XGBoostها دارند. در ، عملکرد برتری نسبت به سایر مدل

 RMSE و 402۹/1برابر باا  MAE ، مقدارCatBoost مدل

به دست آمد که کمترین میاان خطا را در   ۹484/1برابر با  

دهاد. همچناین، در شاده نشاان میهای بررسیمیان مدل

برابار باا  (r) مقادار ضاری  همبساتگی XGBoost مادل

محاسبه شد کاه بیاانگر باالاترین میااان تطااب    818۵/0
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۹۵ 

شده و توانایی مناسا  ایان بینیمیان مقادیر واقعی و پیش

مدل در بازنمایی روند زمانی تغییرات سطح آب زیرزمینای 

دهااد کااه ها نشااان میمقایسااه کماای شاااخو.اساات

درصاد  3۵تا  2۵به قور میانگین بین   Boostingهایمدل

درصاد افااایش ضاری    2۵تاا    20کاهش خطاا و حادود  

اند. ایان تر داشاتههای کلاسای همبستگی نسبت به مدل

ها در استخرا  رواباط غیرخطای برتری به توانایی این مدل

میان متغیرهایی مانند باره، دما و برداشت انسانی مرتبط 

و درخات  KNN تری مانندهای سادهاست. در مقابل، مدل

تصمیم به دلیل محدودیت در شناسایی الگوهای پیچیاده، 

 .تری از خود نشان دادنددقت پایین

های پاژوهش بیاانگر قابلیات باالای دو به قور کلی، یافتاه

ساازی رفتاار ساطح در مدل CatBoost و XGBoost مدل

ها، آب زیرزمینی اسات. باا توجاه باه پتانسایل ایان مادل

روزتر و هاای باهشود در مطالعات آینده از دادهپیشنهاد می

متغیرهااای هیاادروژوولوژیکی تکمیلاای همچااون کاااربری 

گیاری از اراضی و کیفیت آب استفاده شود. همچناین بهره

های عصابی عمیا  و رویکردهای ترکیبی مبتنی بر شابکه

ساازی و تواناایی تواند دقات مدلمی Boosting  هایروه

شناسایی الگوهاای پیچیاده را افااایش دهاد. در مجماول، 

توانااد هااای یااادگیری ماشااین میکارگیری الگوریتمبااه

ساز مدیریت هوشمندانه و پایدار منابع آب زیرزمینی زمینه
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